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Abstract. Medical volume data is usually explored on monoscopic mon-
itors. Displaying this data in three-dimensional space facilitates the de-
velopment of mental maps and the identification of anatomical struc-
tures and their spatial relations. Using augmented reality (AR) may fur-
ther enhance these effects by spatially aligning the volume data with
the patient. However, conventional interaction methods, e.g. mouse and
keyboard, may not be applicable in this environment. Appropriate in-
teraction techniques are needed to naturally and intuitively manipulate
the image data. To this end, a user study comparing four gestural in-
teraction techniques with respect to both clipping and windowing tasks
was conducted. Image data was directly displayed on a phantom using
stereoscopic projective AR and direct volume visualization. Participants
were able to complete both tasks with all interaction techniques with re-
spectively similar clipping accuracy and windowing efficiency. However,
results suggest advantages of gestures based on motion-sensitive devices
in terms of reduced task completion time and less subjective workload.
This work presents an important first step towards a surgical AR visual-
ization system enabling intuitive exploration of volume data. Yet, more
research is required to assess the interaction techniques’ applicability for
intraoperative use.

Keywords: Interaction techniques · Medical volume data · Projective
augmented reality.

1 Introduction

Exploring medical image data is essential for many modern surgical procedures
in terms of diagnosis, planning and image guided surgery. This volume data is
usually visualized as two-dimensional (2D) slices on conventional PC monitors,
thus requiring surgeons to build mental maps of the actual patient anatomy.
Three-dimensional (3D) data representations can facilitate this process [12, 19].
Moreover, such visualization enables a better understanding of spatial relations
and an easier identification of anatomical or pathological structures [1].

These effects can potentially be enhanced by the concept of augmented reality
(AR). By showing relevant anatomy directly on the patient, surgeons no longer
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need to split their focus between spatially separated monitors and the opera-
tion site. Additionally, mental effort for the understanding of anatomical spatial
relations can be further reduced, because of less distance between these infor-
mation sources [16, 21]. In the past, different technical solutions were developed
to fuse both views on the patient and on the image data, e.g. augmented camera
views displayed on monitors [22], optical see-through head mounted displays [17]
or projector-camera-systems projecting volumetric image data directly onto the
patient [21]. In comparison, projective AR does not require additional monitors
in already crowded operating rooms or the user to wear head sets, which are
often uncomfortable to wear for longer periods of time and could potentially
compromise sterility.

To effectively explore and manipulate 3D image data, appropriate interaction
methods are needed. Typical interaction tasks often require the manipulation of
more degrees of freedom (DoF), than provided by conventional methods, e.g.
mouse and keyboard [3]. Moreover, the need for sterility and limited space in
the operating room further restrict needed interaction paradigms [15]. Therefore,
more efficient techniques have been developed, that allow users to control more
than two DoF simultaneously [11] and can be executed touchlessly [14]. Such
intuitive methods are often based on natural human interaction in the form of
gestures [6].

Related work identified advantages of using hand gestures [12, 20, 24] and
evaluated different eligible input devices [9]. Foot gestures were identified as
viable alternatives to manipulate image data even hands-freely [7, 10, 23]. In
contrast, also interaction techniques using hand-held devices were explored [4].
Similar approaches were followed for immersive virtual reality applications using
motion-sensitive controllers [2, 18]. Most of these techniques were developed for
the interaction with image data displayed on monitors. However, methods devel-
oped for desktop environments may not be intuitive in AR systems because of
the more complex dimensionality. Additionally, in AR, position, orientation and
scale of image data are fixed in space while these parameters can be modified
in desktop applications. Therefore, previous research findings may not be appli-
cable for AR environments. Hence, this work evaluates four gestural interaction
techniques with respect to their applicability for exploring medical volume data
in projective AR. This type of AR was chosen because of its advantages in terms
of sterility and space requirements. Moreover, interactive AR system projecting
image data onto the operation site have not been investigated before.

2 Materials and Methods

A user study was conducted to evaluate different gestural interaction methods
for the exploration of projected medical volume data. For this study, 26 medical
students (16 female, median age: 24, median year of university: 4) with basic
knowledge about medical image data were recruited. In the following, details
and rationales of the study are presented. A supplementary video demonstrates
implemented interaction concepts and tasks of the study.
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Fig. 1. Apparatus of implemented interaction techniques. a) Hand gestures. b) Foot
gestures. c) Surgical instrument. d) Controller.

2.1 Interaction Techniques

Related work suggests advantages of gestural interaction techniques over con-
ventional input modalities. To ensure, that all methods can be executed during
interventions, we restricted this work’s techniques to single-handed use, leaving
one hand still available. Implementations should provide methods to manipulate
linear parameters, as well as means to activate or deactivate these modes.

First, an interaction concept based on hand gestures was implemented using
the Myo gesture control armband (Thalmic Labs, Canada) for gesture recog-
nition. A positively evaluated fist gesture [8] and an easy to distinguish finger
double tap gesture were used for mode activation. Two inertial measurement
units (IMU; Xsens, Netherlands) were attached to the users wrist and upper
arm (see Fig. 1a). Using direct kinematics, the relative hand position of the user
could be determined. Changes of that position were mapped to linear parame-
ters, resulting in an overall grabbing and moving interaction concept.

We also implemented an interaction technique based on foot gestures. A toe
tap, i.e. lifting and lowering the forefoot [23], was included as activation gesture.
Heel rotations, i.e. rotating the forefoot around the heel, were implemented to
change linear parameters. Degrees of rotation were mapped to the speed at which
parameters were changed. Only one DoF could be manipulated at the same time.
Therefore, toe taps were used to switch between parameters. An IMU attached
to the forefoot measured relative foot movements, thus recognizing gestures (see
Fig. 1b).

Surgical navigation systems are commonly used in image-guided surgery [17].
Device-based gestures could by adapted by using related tracked surgical instru-

ments. We attached an HTC Vive tracker (HTC Corp., Taiwan) to a 3D-printed
surgical pointer (see Fig. 1c). Movements of that instrument were mapped to
changes of linear parameters. Mode activations were performed using toe taps
because direct means of interaction, e.g. buttons, are not available on surgical
instruments.

Finally, a controller-based interaction method using an HTC Vive controller
was implemented for our prototype (see Fig. 1d). Manipulation modes were
activated by pressing and holding the trigger button at the index finger or by
touching and holding the trackpad at the thumb’s position. Movement of the
controller in space was than mapped to changes of linear parameters.
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Fig. 2. The experimental setup. Projectors mounted above a table superimpose a torso
phantom with a medical volume data set.

2.2 Projection of Medical Volume Data

For this work, the Panoramix DICOM example data set provided by the soft-
ware 3D Slicer (Kitware, USA) was scaled to match the dimensions of a human
torso phantom, on which two stereoscopic projectors with an active shutter 3D
system (Barco F50 WQXGA, Barco GmbH, Germany) displayed virtual con-
tents. Both projectors were calibrated using a photogrammetric measurement
system. Calibration results included a surface model of the projection surface,
as well as extrinsic and intrinsic projector parameters. The user’s head position
was tracked with an HTC Vive tracker attached to a helmet worn by the user.
That way, both binocular and kinematic depth cues were supported. Images
based on the user’s spatial position were rendered for each eye using the game
engine Unity (Unity Technologies, USA). Then, these images were mapped onto
the projection surface scan. Rendering that textured surface from the view of
individual projectors resulted in the projection of undistorted, perspectivly cor-
rect images (see Fig. 2). GPU accelerated volume ray casting was performed
to determine, which parts of the data were currently visible. Thereby, current
windowing width and windowing level parameters mapped the intensity values
of the used DICOM data set to the range 0 to 1. Afterwards these values were
used to apply color and transparency via a transfer function. Furthermore, the
visualized volume could be reduced using a clipping box.

2.3 Tasks

This work’s exploration tasks were limited to the manipulation of windowing
parameters and the position and size of a clipping box, because in spatial pro-
jective AR systems, tasks manipulating transformation or camera parameters no
longer apply. To this end, a search task was implemented that had to be com-
pleted with either windowing or clipping techniques. For that, a foreign body,
i.e. a screw, was inserted into the volume data. Position, size, orientation and
intensity value of the object were varied between trials to avoid bias. Only one
target was present for each trial. For the windowing task, window level and win-
dow width needed to be manipulated, so that the hidden search object became
visible (see Fig. 3a-b). An object was considered visible, when the windowing
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Fig. 3. Exploration task procedures. a) - b) Windowing task. c) - d) Clipping task.

parameters mapped its intensity value to a specific range of the used transfer
function. After the target was found, windowing parameters were changed and a
new target was inserted, until a total of four objects were detected. The clipping
tasks required participants to change the position and size of a clipping box so
that it encapsulated the search object as closely as possible without clipping the
object itself (see Fig. 3c-d). Scaling and translation of the clipping box could
be performed individually for each main axis. Both tasks are demonstrated in
the supplementary video. Interaction techniques’ mode activation methods were
used to enable changing task-specific parameters. For the windowing task, only
one method was needed to start changing both windowing parameters by vertical
and horizontal movements, analogous to mouse input for 2D image slices. For the
clipping task, individual activation gestures were used to enable either a change
in clipping box size or position. Movements were then mapped to changes in
respective main axis directions. These changes were always limited to the direc-
tion of greatest change, to avoid unwilling manipulation of more than one axis.
As for foot-based interaction methods, the toe tap activation gesture needed to
be performed consecutively to rotate between individual parameters.

2.4 Variables

Task completion time, total number of mode activations, i.e. how often the mode
activation gestures were performed, and subjective workload were measured for
both windowing and clipping tasks. Time measurement started after partici-
pants signalized their readiness and stopped when the individual task was con-
sidered finished. Subjective workload was estimated using the standardized raw
TLX questionnaire. For clipping tasks, accuracy was measured by calculating the
Jaccard index between the user-set and a perfect clipping box. This resulted in
accuracy values between 0 and 100 with higher percentages representing higher
congruence. Participant performance during windowing tasks was further eval-
uated by a degree of efficiency that was defined as the relation between the
smallest possible amount both windowing parameters needed to be changed and
their total accumulated sum of changes. Results were interpreted as percentages
with higher values representing higher efficiency.
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Table 1. Summary of the ANOVAs’ results (α < .05).

Variable df F p Sig. η
2 Effect Figure

Windowing Task

Efficiency 3 2.24 0.088 0.063 medium effect Fig. 4a
Task completion time 3 12.40 <0.001 * 0.271 large effect Fig. 4b
Mode switches 3 6.80 <0.001 * 0.169 large effect Fig. 4c
Subjective workload 3 5.65 0.001 * 0.145 large effect Fig. 4d

Clipping Task

Accuracy 3 0.47 0.705 0.014 small effect Fig. 5a
Task completion time 3 9.48 <0.001 * 0.221 large effect Fig. 5b
Mode switches 3 6.28 <0.001 * 0.159 large effect Fig. 5c
Subjective workload 3 8.68 <0.001 * 0.207 large effect Fig. 5d

2.5 Procedure

After initial instructions and collecting demographic participant data, the head
tracking system was set up and calibrated according to the subject’s eye position.
Then the first windowing and clipping task trials began for the first interaction
technique. For each participant, the order of interaction techniques were random-
ized to avoid bias caused by learning effects. Moreover, the order of windowing
and clipping tasks was alternated between participants. Before each task, partic-
ipants were given the chance to train under the current experimental conditions
until they felt comfortable to start. After finishing a task, participants were
asked to fill out the raw TLX questionnaire. The next interaction technique was
evaluated after both tasks were fulfilled. The experiment concluded with a brief
informal questionnaire about participant feedback.

3 Results

Data for the windowing and for the clipping tasks were analyzed separately.
One-way ANOVAs were conducted for each task-related variable to investigate
effects of the interaction technique factor. Their results are summarized by Table
1. Afterwards, post-hoc tests were conducted to analyze individual differences
between factor levels. To this end, pairwise t-tests with Bonferroni correction
were performed. Fig. 4 and Fig. 5 visualize identified effects, as well as statisti-
cally significant post-hoc test results.

4 Discussion and Conclusion

Participants were able to fulfill both exploration tasks using all interaction tech-
niques, as supported by similar accuracy and efficiency results. However, differ-
ences between concepts are shown for the other variables. Foot gestures gener-
ally performed worst, as indicated by higher subjective workload and longer task
completion times. This may have been because the concept only allowed for the
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Fig. 4. Windowing task results. Effects of interaction techniques on a) efficiency, b)
task completion time*, c) mode activations* and d) subjective workload*. Error bars
respresent standard errors. Horizontal lines indicate statistically significant post-hoc
test results.
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Fig. 5. Clipping task results. Effects of interaction techniques on a) accuracy, b) task
completion time*, c) mode activations* and d) subjective workload*. Error bars resp-
resent standard errors. Horizontal lines indicate statistically significant post-hoc test
results.
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manipulation of one DoF at the same time. As a result, the concept required
more mode activations for the windowing task than other methods. Moreover,
some participants reported problems in successfully performing the toe tap ac-
tivation gesture and found the heel rotation gesture to be exhausting, which
is partially reflected by a higher subjective workload. Hand gestures performed
better than foot gestures, but not as well as controller-based interaction. These
differences may have been caused by the concept only mapping relative hand
movement to parameters, as opposed by global hand movement implemented
by the instrument and controller concepts. As a result, movement axes and and
changed parameter dimensions not always coincided. Implemented mode acti-
vation gestures may have also influenced the results, as participants reported
gesture recognition and latency problems. Additionally, performing the finger
double tap gesture sometimes coincided with inadvertent manipulation of pa-
rameters. Interaction using a surgical instrument resulted in similar but slightly
better results compared to the hand gesture concept. The concept combined
aspects of the controller concept, i.e. global tool position used for parameter
manipulation, and the foot gesture concept, i.e. the activation gesture. This
may have contributed to the results because of reported issues regarding the
toe tap recognition. With button presses, the controller concept provided for
simpler mode activation methods. This may have influenced the concepts over-
all advantages in terms of task completion time and subjective workload and is
potentially reflected by the method’s higher number of total mode activations.
The easier to perform gesture may have led to participants switching between
modes more frequently, resulting in an overall faster and iterative work flow.

The choice of implemented mode activation gestures seems crucial for user
performance during investigated tasks. Foot gestures and hand gestures were
both affected by recognition problems. More training could have solved these
issues. However, more research should be conducted in improving recognition
robustness. Wen et al. [24] also proposed using hand gestures for manipulat-
ing projected radiological 3d images. They used a different set of gestures and
tracking hardware, that may have performed differently in this work’s evalu-
ation. Future research could, therefore, investigate effects of different gestures
and recognition systems. Since the foot gesture concept performed worst in the
user study, linear parameters should be rather modified using hand gestures
or hand-controlled devices because of more controllable DoF and less exhaus-
tion. In these cases, foot gestures seem to more suited than hand gestures for
mode activations because of possible inadvertent modification of linear param-
eters controlled by the same hand. Yet, future work should evaluate different
alternatives to the evaluated toe tap. Voice commands were not included in this
experiment because of low expected speech recognition rates in noisy operat-
ing rooms. However, they still may be viable mode activation alternatives [13].
Thus, voice control may complement identified limitations of the current setup
and should, therefore, be investigated in a future iteration of this work.

A meaningful continuation of this work would also be a comparison of inves-
tigated methods and conventionally used approaches to interact with medical
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image data, i.e. mouse input and visualizations on a monitor. Compared to con-
ventional mouse interaction, using hand gestures was shown to be advantageous
for the rotation of 3D models in terms of speed and precision [12]. Hettig et
al. [9] compared different hand gestures detected by the Leap Motion controller
(Ultraleap, UK & USA) and the Myo armband with the conventional methods
of joystick input and verbal task delegation for rotation and navigation tasks.
They found that both evaluated touchless interaction methods were viable alter-
natives for the conventional approaches. Similar comparisons could be conducted
regarding this work’s methods.

The present study was conducted under laboratory conditions only. The in-
tegration of used hardware systems in clinical environments is dependent on spa-
tial and sterility conditions. The proposed controller-based method entails some
sterility issues, similar to those of mice and keyboards in the operating room.
Initial findings suggest, that these problems may be solved by wrapping the con-
troller in a sterile plastic bag. However, potential resulting performance issues
would need to be examined in future research. The instrument-based method is
dependent on external tracking systems. The currently used, cumbersome HTC
Vive tracker would need to be replaced by different techniques. Surgical naviga-
tion systems usually involve infrared-based optical tracking cameras, which could
be used for this method, as well [17]. Additionally, the implemented head tracking
method using a head-worn helmet would need to be replaced for clinical environ-
ments, as well. Gierwialo et al. [5] describe an alternative solution requiring only
a small marker attached to a headband, that could be more easily integrated into
surgical workflow. Also, markerless methods using depth cameras, like the Mi-
crosoft Kinect sensor (Microsoft Corporation, USA) could be implemented [12,
24]. Finally, dynamic patient registration methods need to be integrated to the
system to correctly superimpose projected images on moving patients. Tissue
deformation and respiratory movement models would also be meaningful addi-
tions. However, this topic was not focused on in this work, because first research
objectives only included interaction and visualization aspects. Therefore, more
research is needed to evaluate the applicability of developed techniques for the
intraoperative use.

In conclusion, this work represents an important step towards the develop-
ment of interaction techniques for surgical AR and has the potential to foster
the clinical integration and acceptance of advanced AR visualization techniques
in the operating room.
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